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WHY SHOULD CS CARE ABOUT
NEUROSCIENCEZ!

Computer science is no more about
computers than astronomy is about
telescopes, biology is about microscopes
or chemistry is about beakers and test
tubes. Science is not about tools. It is
about how we use them, and what we
find out when we do.

— dsger Dighstra —

AZ QUOTES

https://www.azquotes.com/quote/1034505



NEUROSCIENCE & COMPUTER SCIENCE GO BACK A LONG WAY |
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oth:r (excit:tory) symupsis. The neurcn also has 2 definite reaction
time, betwecn the rcception of a stimulus and the emission of the stimuli

causad by it, the synuptic delay.
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The miracle of the appropriateness
of the language of mathematics for
the formulation of the laws of
physics is a wonderful gift which we

neither understand nor deserve.

Eu gene () wgner
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Eugene Wigner wrote a famous essay on the
unreasonable effectiveness of mathematics
in natural sciences. He meant physics, of
course. There is only one thing which is more
unreasonable than the unreasonable
effectiveness of mathematics in physics, and
this is the unreasonable ineffectiveness of
mathematics in biology.

— Jsnael Gelfand —

AZ QUOTES




CHANGE BLINDNESS







SELECTIVE ATTENTION

copyright (¢) 1999 Danicl J. Simons. Al rights rescrved,




OPTICAL ILLUSION (12 BLACK DOTS)
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HYPERBOLIC DISCOUNTING

Hyperbolic discounting is our Inclination to
choose iImmediate rewards over rewards that
come later in the future, even when these
Immediate rewards are smaller.
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Milton Glaser
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THE BRAIN

(From http.//www.brainhealthandpuzzles.com)

(From http.//www.wadsworth.org)

Neurons, Glial cells.
100 billion neurons.
100 trillion connections (synapses).

15



SCHEMATIC VIEW OF A NEURON
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NEUROSCIENCE’'S GREATEST HITS
@ (A SELECTION)
(0
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SANTIAGO RAMON Y CAJAL
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The pyramidal neuron of the cerebral cortex,
drawn by Caijal in 1904, using ink and pencil on paper. 20




Glial cells of the mouse spinal cord, 1899.
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Purkinje cell (left), Pyramidal neurons in the cerebral cortex (right
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PLACE CELLS
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GRID CELLS
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OTHER CELL TYPES WITH CORRELATED ACTIVITY

Mirror Neurons

Concept cells or *Jennifer Aniston nheurons”.
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https://www.pbslearningmedia.org/resource/hew06.sci.life.reg.mirrorneurons/mirror-neurons/

A CONVERGENCE OF
@ NEUROSCIENCE & DEEP LEARNING?
(0




INTERFACE OF
NEUROSCIENCE & DEEP LEARNING

Use of Deep Learning techniques for analysis in
Neuroscience.

Deep Nets as models of biological neural
systemse

Deep Learning - inspiration from Biology?¢
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DEEP LEARNING
FOR DATA ANALYSIS IN NEUROSCIENCE
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DEEP NETS AS MODELS OF
(BIOLOGICAL) NEURAL SYSTEMS

Whole new genre of work that involves
creating deep networks (w/ architectures
often being similar to corresponding neural
systems), which are then trained on tasks that

the biological systems are known/thought to
perform.

Remarkably, such deep networks often end up
having units that have responses that are
similar to known cell types in the corresponding
biological neuronal networks.
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A hexagonal-lattice convolutional network initialized with
weights estimated from connectomic reconstructions from

A Connectome Based Hexagonal Lattice
Convolutional Network Model of the Drosophila
Visual System

Fabian David Tschopp Michael B. Reiser
Institute of Neuroinformatics Janelia Research Campus
University of Zurich and ETH Zurich Howard Hughes Medical Instutute

tschopfa@student.ethz.ch reiserm@janelia.hhmi.org

Srinivas C. Turaga
Janelia Research Campus
Howard Hughes Medical Instutute
turagas@janelia.hhmi.org

Abstract

What can we learn from a connectome? We constructed a simplified model of the
first two stages of the fly visual system, the lamina and medulla. The resulting
hexagonal lattice convolutional network was trained using backpropagation through
time to perform object tracking in natural scene videos. Networks initialized with
weights from connectome reconstructions automatically discovered well-known
orientation and direction selectivity properties in T4 neurons and their inputs, while
networks initialized at random did not. Our work is the first demonstration, that
knowledge of the connectome can enable in silico predictions of the functional
properties of individual neurons in a circuit, leading to an understanding of circuit
function from structure alone.

parts of the fly visual system.

It was then trained (using backpropagation) to perform object

tracking in natural scenes.

Network recovered known orientation & direction-selectivity

properties of fly T4 neurons & their inputs.
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Convergent temperature representations in artificial and

biological neural networks

Martin Haesemeyer*!, Alexander F Schier!:?34:5 and Florian Engertf!:?
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A branched convolutional net was trained on a
heat-gradient task that used larval zebrafish
behavioral repertoire.

The deep net recovered known ON and OFF type
representations in the larval zebrafish brain.

Indeed, analysis of the deep net for other unit-types
led to the discovery of a new temperature-
responsive cell-type in the zebrafish cerebellum. 33



Published as a conference paper at ICLR 2018

EMERGENCE OF GRID-LIKE REPRESENTATIONS BY
TRAINING RECURRENT NEURAL NETWORKS TO
PERFORM SPATIAL LOCALIZATION

] nature

International journal of science

Christopher J. Cueva; Xue-Xin Wei*
Columbia University

New York, NY 10027, USA
{ccueva, weixxpku}@gmail.com Letter | Published: 09 May 2018

Vector-based navigation using grid-like
representations in artificial agents

Andrea Banino B4, Caswell BarryBd, [...] Dharshan Kumaran B

Nature 557, 429-433 (2018)  Download Citation ¥

Deep Nets trained on spatial navigation tasks
reproduce grid cells and other known cell-
types in the mammalian entorhinal cortex.
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ANALYSIS OF DEEP NET MODELS OF BRAIN
FUNCTION

Why do these similarities emerge?

Do they represent profound underlying structure of
the problems being solved?

Or common principles underlying computation in
biological and deep networks that arise from their
connectionist underpinnings?

Are these cell-types causally implicated in the
ability of the Deep Net to perform said task?

In practice, unlike nervous systems, deep networks
can be manipulated at will.
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DEEP LEARNING — INSPIRATION FROM BIOLOGY

Deep Nefts & over-parameterization.

Structures from Connectomics
— Google, IARPA.

Incorporating known features from Biology into
next-generation Deep Learning.

Published as a conference paper at ICLR 2019

BACKPROPAMINE: TRAINING SELF-MODIFYING NEU-

RAL NETWORKS WITH DIFFERENTIABLE NEUROMODU-
LATED PLASTICITY

Thomas Miconi; Aditya Rawal, Jeff Clune & Kenneth O. Stanley
Uber AI Labs
tmiconi|aditya.rawal|jeffclune|kstanley@uber.com

Towards AGIe
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EXTRAORDINARY PROGRESS IN
(LARGE SCALE) EXPERIMENTAL TECHNIQUES
IN NEUROSCIENCE

* Connectomics




CONNECTOMICS

Lllby ywull vulLll WlUllS.

These and other experiences led
me to suspect models or theories that
had been built when only some of
the facts where known. So for dealing
with models of how neurons might
interact to produce behaviour, I
invented a sceptic who would always
ask: “How do you know there is not
another wire that comes up the back
of the animal and does something
you have not accounted for?” Unlike
in physics, where we might be able to
deal with the ‘another wire’ sceptic
on general principles, the only way to
do so in biology is to be able to say
that we know all the wires and
therefore that there are no other
wires. [ use ‘wire’ in a general sense:
good theories of molecular or cellular
networks will need knowledge of all
the connections.

N/fonv {\‘r nNir I‘;QI‘IIOQ;I\“Q l"PQf\ffP!"

Loose ends

In theory
Sydney Brenner

Actually, the orgy of fact
extraction in which everybody is
currently engaged has, like most
consumer economies, accumulated a
vast debt. This is a debt of theory
and some of us are soon going to
have an exciting time paying it back
— with interest, I hope.
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CONNECTOMICS — BACKGROUND

The connectome of an organism is the exact structure of
the network(s) of neurons in its nervous system.

C. Elegans connectome (302 neurons) was determined in
1986 after a ~15 year effort.

Tadpole larval connectome of the sea squirt
Ciona intestinalis (177 neurons) in 2016

Recent remarkable experimental advances have brought

the prospect of ascertaining the connectome of complex
organisms closer to reality.

Connectomics using Electron Microscopy

Bro_in tissue is prepared by staining it with heavy metals and is embedded in
resin.

Sliced with a diamond knife.
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AN ANIMATION SHOWING A 3D RECONSTRUCTION OF ALL THE OBJECTS ANNOTATED IN THE
THREE CYLINDERS AROUND TWO APICAL DENDRITES. THE OBJECTS ARE INITIALLY SHOWN IN SITU
AND THEN “EXPLODED" TO REVEAL THE FULL COLLECTION OF CELLULAR OBJECTS.


http://www.sciencedirect.com/science/MiamiMultiMediaURL/1-s2.0-S0092867415008247/1-s2.0-S0092867415008247-mmc12.mp4/272196/html/S0092867415008247/0c6c5710df336433584fccae3193a5c3/mmc12.mp4

AN ANIMATION SHOWING A 3D RECONSTRUCTION ALL OF THE OBJECTS ANNOTATED IN THE THREE CYLINDERS
AROUND TWO APICAL DENDRITES. ALL THE OBJECTS ARE INITIALLY SHOWN IN SITU AND THEN SORTED BY
CATEGORY—AXONAL, DENDRITIC, OR GLIAL—AND BY FUNCTIONAL TYPE (I.E., EXCITATORY OR INHIBITORY
FOR AXONS AND DENDRITES AND WHEN POSSIBLE BY TYPE OF GLIAL CELL).



http://www.sciencedirect.com/science/MiamiMultiMediaURL/1-s2.0-S0092867415008247/1-s2.0-S0092867415008247-mmc13.mp4/272196/html/S0092867415008247/3e4f8cc2bed1d47aac6aa59ff3852fb9/mmc13.mp4

AN ANIMATION SHOWING THE SPATIAL DISTRIBUTION OF THE SPINES ORIGINATING FROM THE CENTRAL DENDRITE
OF CYLINDER T (RED SPINES), ALONG WITH SPINES ORIGINATING FROM THE OTHER DENDRITES IN CYLINDER 1
(GRAY SPINES).



http://www.sciencedirect.com/science/MiamiMultiMediaURL/1-s2.0-S0092867415008247/1-s2.0-S0092867415008247-mmc14.mp4/272196/html/S0092867415008247/b8b90d69d6291aa6d6b5ddf631f3da89/mmc14.mp4

AN ANIMATION SHOWING THE CENTRAL DENDRITE IN CYLINDER 1 (*“RED DENDRITE"”) AND
SERIALLY DISPLAYING THE 11 INDIVIDUAL AXONS THAT MAKE MULTIPLE SYNAPSES AND THE
LOCATION OF THOSE ONTO SPINES OF THE CENTRAL DENDRITE WITHIN THE CYLINDER.



http://www.sciencedirect.com/science/MiamiMultiMediaURL/1-s2.0-S0092867415008247/1-s2.0-S0092867415008247-mmc15.mp4/272196/html/S0092867415008247/5b7450bee892daf150c31fbb62d175fd/mmc15.mp4

AN ANIMATION OF THE 3D RECONSTRUCTION OF THE 13 AXONS THAT HAVE MEMBRANE-TO-
MEMBRANE APPOSITION WITH A SINGLE SPINE ORIGINATING FROM THE CENTRAL DENDRITE OF
CYLINDER 1 (“RED" SPINE; SEE FIGURE 7).


http://www.sciencedirect.com/science/MiamiMultiMediaURL/1-s2.0-S0092867415008247/1-s2.0-S0092867415008247-mmc16.mp4/272196/html/S0092867415008247/75ee7f8e7eba1792d7c2304418cecb1b/mmc16.mp4

CENTRAL NEUROSCIENCE QUESTION
FROM THE LENS OF COMPUTER SCIENCE

RESEARCH ARTICLE

Could a Neuroscientist Understand a
Microprocessor?
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